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Abstract—This paper presents a data-driven study on locating parking hubs in free-floating ride share systems. Recently, there has been an increase in free-floating ride share systems, where users are allowed to pick up and drop off shared vehicles anywhere in the service area. However, these systems can suffer from significant demand and supply imbalance, while certain parking habits may disturb the desired city layout. A potential solution is to allocate parking hubs in an optimal manner to regulate the behaviour of the users. This paper develops a scenario optimization model for finding the optimal locations of parking hubs. The model determines the capacities and locations of the parking hubs, while considering the uncertainty of parking demand and points of interest in the area. We design an algorithm that combines Constraint-and-Column Generation and the Alternating Direction Method of Multipliers (ADMM) algorithm to solve the optimization problem in a decentralized manner, and accompany the computed solution with a probabilistic performance certificate. We also compare the adopted approach with respect to a worst case paradigm both in terms of computational cost and in terms of conservatism of the resulting solution. Numerical results show that the proposed method leads to a less conservative performance compared to the worst case method, and reduces the computational cost compared to the classical ADMM.

Index Terms—Data-driven optimization, facility location, ride share, integer programming, robust optimization.

Nomenclature

Sets and Indices

\begin{itemize}
  \item \(i,j\) Index for grid cell
  \item \(l\) Index representing the type of point of interest
  \item \(t\) Index for time step
  \item \(G\) Set of all grid cells
  \item \(G_{i}\) Set of grid cells with average departure more than 1
  \item \(G(i)\) Set including cell \(i\) and cells adjacent to \(i\)
  \item \(I\) Set of point of interest types
  \item \(I^G\) Set of grid cells with POIs and large daily departure
  \item \(T_d\) Set of time steps per day
\end{itemize}

Parameters

\begin{itemize}
  \item \(a_{it}\) Number of bikes arriving at grid cell \(i\) and time \(t\)
  \item \(B\) Total number of bikes
  \item \(C_i/C_i^h\) Maximum/minimum capacity of cell \(i\)
  \item \(c^h\) Cost of establishing a parking hub
  \item \(c^b\) $/bike-space cost
  \item \(d_{it}\) Number of departed bikes from grid cell \(i\) and time \(t\)
  \item \(D_i\) Average daily departures for cell \(i\)
\end{itemize}

\(F^0_i\) Initial number of bikes at grid cell \(i\)

\(L_{it}\) Number of POI of type \(l\) at grid cell \(i\)

\(Y\) Maximum number of bikes allowed to be transferred from their preferred location

\(\delta_i\) Parking demand of grid cell \(i\)

Decision Variables

\begin{itemize}
  \item \(f_{it}\) Parking demand of grid cell \(i\) at time \(t\)
  \item \(R_{it}\) Number of bikes moved from/to grid cell \(i\)
  \item \(u_i\) Capacity of the parking hub at \(i\)
  \item \(x_i\) Binary variable equals 1 if cell \(i\) has a parking hub.
  \item \(y_{ij}\) Parking demand shifted from \(i\) to \(j\).
\end{itemize}

I. INTRODUCTION

Several cities around the world have deployed electric bike or scooter sharing systems in the past years [1]. Scooter and bike sharing systems (BSSs) offer electric scooters and bikes for short-term renting, providing consumers with a fast and convenient mode of transportation for short distances. Here we focus on bike sharing systems, but our algorithms are applicable to other shared systems as well. These types of systems are becoming increasingly popular as they are easy to park and reduce traffic congestion and air pollution. Many of the BSSs use docking stations where vehicles are locked to computer-controlled racks and users unlock the vehicle by entering their payment information. Users then must park the bike or scooter to docking stations belonging to the same system at the end of their journeys.

In recent years, a new system called dockless or free-floating bike-sharing system (FFBS) has gained popularity. In FFBS, users locate and unlock electric bikes using their smartphones and drop off bikes at their desired destinations. The idea of FFBS is to remove fixed stations and avoid their associated costs. The main advantages of FFBS are: (1) increased convenience for users as they can pick up and drop off bikes from and at any location; (2) reduced system start-up and maintenance costs since docking stations and kiosk machines are removed; (3) issues related to full parking stations are no longer present. However, similarly to station-based ride sharing systems, the distribution of bikes in FFBS can be unbalanced and the availability of bikes at desired pick up locations cannot be guaranteed. Since consumers are allowed to leave bikes anywhere, the bikes can become scattered all over the service territory. FFBS have also caused inconvenience to pedestrians due to parking on sidewalks, roads, and entryways. Thus, there is a need to regulate the drop-off and parking process of FFBS. A possible
approach is to introduce parking areas/hubs/virtual stations where users can drop off the rented bicycles, as Nice Ride Minnesota implemented for their ride share system [2]. The company allows users to park outside of the parking hubs, but with a certain convenience fee; a similar approach is also implemented by Beryl Bikes [3].

Earlier research on ride share systems focuses on BSS [4]. In particular, research has been conducted on rebalancing [5], [6], demand prediction [7], and optimal locations of docking stations [8]. However, less activity has been noticed on parking allocation for FFBS. The problem of optimizing the location of parking hubs can be classified as a facility location problem. This class of problems has been investigated extensively in a wide variety of fields and applications, such as public parking allocation [9], allocating emergency response units [10], and power grid disaster preparation [11]. A review on the facility location problem can be found in [12]. For locating parking hubs in FFBS, a mixed integer linear program (MILP) is designed to optimize the locations of parking hubs in [13]. The MILP model was solved using a clustering algorithm and implemented on a subregion in Beijing. The paper assumed that each starting point of a journey is a potential parking hub location. In [14], the authors used the K-means clustering algorithm to decide the location of virtual stations. The paper clustered the starting locations of users’ trips, and set each cluster to be a parking hub similarly to [13]. However, K-means identified some remote bikes as parking hubs, which is expected since K-means assumes all variables have the same importance for each cluster and the only consideration refers to distance.

In this paper, we develop a data-driven scenario optimization method for locating parking hubs in FFBS with parking demand being uncertain. The objective of the optimization problem is to minimize the costs of parking hubs and parking spaces. The facility location problem is NP-hard and is thus difficult to solve in polynomial time [12]. We model uncertainty by means of scenarios and formulate a so called scenario program. To solve the resulting problem in an efficient manner, we design an algorithm that combines the Alternating Direction Method of Multipliers (ADMM) [16] and Constraint-and-Column (CC) Generation [17] for solving the parking hub allocation problem. Moreover, we accompany the resulting solution with probabilistic feasibility certificates. We refer to this algorithm hereinafter as CC-ADMM. The presented method is tested on Mobike’s [18] large-scale free-floating system in Beijing. The contributions of this paper are summarized as follows:

1) We develop a mathematical model for optimizing the locations of parking hubs with uncertain parking demand in free-floating ride share systems.
2) We design an algorithm combining ADMM with Constraint-and-Column Generation for solving large-scale scenario optimization instances of such problems.
3) We show how to accompany the solution with a certificate on the probability that it remains feasible when a new uncertainty realization is encountered.

The rest of the paper is organized as follows: Section II presents the data used in this study. Section III develops models for optimizing the locations of parking hubs and Section IV presents the CC-ADMM algorithm. In Section V we discuss the (probabilistic) robustness properties of the resulting solution. Numerical results are presented in Section VI, while Section VII concludes this paper.

II. DATA DESCRIPTION AND ANALYSIS

The data used in this study is for a FFBS system in Beijing, operated by Mobike [18]. Mobike is a bike sharing service that operates in many cities around the world. The data includes over 3 million journeys that occurred in 2017. The reported information on each journey includes: order ID, user ID, bike ID, bike type, start time, and start and end locations. There are 467,340 bikes available for the users. A sample of the starting locations of different journeys is shown in Fig. 1.

A. Spatial modeling

We first analyze the data employed for the mathematical models presented in the next section. First, we overlay a grid over the service area under study, as shown in Fig. 2. The grid consists of 76×109 cells, where each cell is 500 m × 500 m. The average daily demand for cell i, D_i, is shown in Fig. 3. The arrival time of each journey is not provided in the data, therefore we estimate the arrival time by calculating the journey time between the start and end locations. The distance between a start and end location is calculated using the Haversine formula, and the journey time is then estimated by assuming an average speed of 2.5 m/s.

B. Points of interests

In addition to Mobike’s data, we collected data for points of interest (POIs) located in Beijing. The locations of office buildings, metro stations, parking lots, and universities/colleges are collected from [19] and Google Places API. In total, 5,561 POIs are collected. POIs represent potential destinations for the users, with parking lots being convenient locations for parking hubs. For each type of location l (e.g., office building), we calculate the number of points of interest (L_{i,l}) in each cell i. For example, if there are 4 office buildings in cell 1, then
Fig. 2. Gridded map for Mobike’s free-floating system with sample journeys, consisting of 76×109 cells, where each cell is 500 m × 500 m.

Fig. 3. Average daily departures for each cell. Colorcode represents the daily average number of bikes departing from each grid cell.

$L_{1, "Office Building"} = 4$. In case there is a large demand for bikes near a POI, then we ensure there is a parking hub at that location (see (13) in Section III).

C. Parking demand estimation

To calculate the parking demand in each location for a specific time instance, we determine the number of bikes present in that location. The data provides departure and arrival locations for each trip. Once a bike arrives at a location, the bike’s next journey should start from the same location. However, in Mobike’s data, the starting location of a journey may differ from the end location of the previous journey. This indicates that Mobike rebalances the system by manually moving some bikes. Hence, it is not possible to determine the exact number of bikes present in a specific area from the provided data. Therefore, we estimate the parking demands $f_{it}$ at time $t$ for $i \in \bar{G}$, where $\bar{G}$ is the set of grid cells, by simulating a rebalancing problem using linear programming. The objective of this linear program is to minimize the number of moved bikes while ensuring that the parking demand is equal to or greater than zero. The rebalancing problem is modeled as follows:

$$\min_{\{f_{it}, R_{it}, R_{it}^\oplus\}, i \in \bar{G}, t \in T_d} \sum_{i \in \bar{G}} \sum_{t \in T_d} R_{it}^\oplus$$ (1)

subject to: $R_{it}^\oplus \geq R_{it}, i \in \bar{G}, t \in T_d$, (2)

$$\sum_{i \in \bar{G}} R_{it} = 0, t \in T_d,$$ (3)

$$R_{it} = 0, i \in \bar{G}, t \notin T_R,$$ (4)

$$f_{it,t+1} = f_{it} + a_{it} - d_{it} + R_{it}, i \in \bar{G}, t \in T_d,$$ (5)

$$f_{it} = F_{it}^0, i \in \bar{G},$$ (6)

$$\sum_{i \in \bar{G}} f_{it} \leq B, t \in T_d,$$ (7)

$$0.7 F_{it}^0 \leq f_{it,T_d} \leq 1.3 F_{it}^0, i \in \bar{G},$$ (8)

$$0 \leq R_{it}^\oplus \leq 10, f_{it} \geq 0, i \in \bar{G}, t \in T_d.$$ (9)

The optimization model is solved for each day separately, where $T_d$ denotes the number of time steps per day, while we consider 5-minute time steps. The objective in (1) is to minimize the number of bikes that are moved. $R_{it}$ takes a positive value if a bike is moved to grid cell $i$ and a negative value if a bike is moved out of grid cell $i$, therefore, the summation of $R_{it}$ over all $i \in \bar{G}$ should be zero (see (3)). $R_{it}^\oplus$ considers only the positive values of $R_{it}$, i.e., $\max(R_{it}, 0)$, while this is enforced by (2). Normally, the rebalancing process occurs at specific hours in the day [5]. Constraint (4) prohibits rebalancing outside of the specified working hours, where $T_R$ is the set of time steps between 8 A.M. - 10 P.M. as also considered in [5]. The parking demand or the fill level at time $t$ is defined in (5). In particular, the parking demand $f_{it,t+1}$ at $t + 1$ is the sum of parking demand in the previous time instance $f_{it}$, arrived bikes $a_{it}$ and the rebalancing term $R_{it}$, minus the departed bikes $d_{it}$. The initial fill level of each grid cell is defined by (6), where the value of $F_{it}^0$ is determined by identifying the first journey for each bike in the data. Constraint (7) limits the total number of bikes to the number of bikes in the system, denoted by $B$. We impose that the number of bikes in each cell at the end of the day should be within 30% of the starting number in (8). Finally, (9) defines the variables $f_{it}$ and $R_{it}^\oplus$, where we assume that $|\mathcal{R}|$ must be less than 10 bikes at each time step.

The model is solved using AMPL [20] with GUROBI solver [21]. Samples of the parking demand for three grid cells are shown in Fig. 4, and the average parking demand for each cell is shown in Fig. 5. The values of $f_{it}$ are then used in Section VI to generate parking demand scenarios. It should be noted that this step is only necessary if it is not possible to track the locations of the bikes, or if the rebalancing process is not given in the data.

III. PARKING HUB OPTIMIZATION

A challenge in determining the locations of parking hubs is the presence of uncertainty in parking demand. We thus denote the parking hub demand at grid cell $i$ by $\delta_i$, and consider three different cases: i) A deterministic set-up where $\delta_i$ is assumed to be known; ii) A worst-case set-up where $\delta_i$ is assumed to take all possible values within an interval $\Delta_i$, and we seek to robustify our allocation with respect to that set; iii) A data-driven approach, where we consider a finite set of scenarios $\delta_{i,s}$, where $s \in S$, that the uncertain demand may take. We
the adjacent cells to each cell with variable capacity $u_i$. The set can then be defined as $G = \{i|i \in G \text{ and } D_i \geq 1\}$ and the adjacent cells to each cell $i$ are defined in $G(i)$. Also, we assume that only one parking hub can be placed in each cell with variable capacity $u_i$. The binary variable $x_i$ is used to determine whether cell $i$ has a parking hub, and $y_{ij}$ is the number of bikes to be moved from cell $i$ to $j$. The bikes can only be moved to an adjacent cell. The number of bikes that will stay at cell $i$ is given by $y_{ii}$.

Let $x$, $u$, and $y$ be stacked vectors containing variables $x_i, u_i$, and $y_{ij}$, where $j \in G(i), i \in G$. We aim at determining $x$, $u$, and $y$, i.e., where parking hubs need to be placed, how high the capacity of each hub needs to be, and the number of bikes moving between each pair of cells, respectively. This is achieved by means of the following deterministic optimization problem.

$$
P_D : \min_{x, u, y} \sum_{i \in G} c^h x_i + \sum_{i \in G} c^b u_i$$

subject to:

$$C_i x_i \leq u_i \leq \bar{C}_i x_i,$$  \hspace{1cm} (11)

$$\sum_{i \in G} u_i \geq B,$$  \hspace{1cm} (12)

$$x_i = 1, i \in I^G,$$  \hspace{1cm} (13)

$$\sum_{j \in G(i)} x_j \geq 1, i \in G,$$  \hspace{1cm} (14)

$$\sum_{j \in G(i)} y_{ij} \geq \delta_i, i \in G,$$  \hspace{1cm} (15)

$$\sum_{j \in G(i)} y_{ji} \leq u_i, i \in G,$$  \hspace{1cm} (16)

$$\sum_{i \in G} \sum_{j \in G(i)} y_{ij} \leq Y, i \in G,$$  \hspace{1cm} (17)

$$x_i \in \{0, 1\}, y_{ij} \geq 0, j \in G(i), i \in G.$$  \hspace{1cm} (18)

The objective of the optimization model comprises two terms: the cost of establishing a parking hub and the cost of each parking space. The cost coefficient $c^h$ is a fixed cost of $50$/parking hub for establishing a parking hub, and the cost coefficient $c^b$ is assumed to be $4$/parking space. Limits on the capacity are imposed in (11), with a lower limit $C_i$ of 5 and an upper limit $\bar{C}_i$ of 400 parking spaces [14] (the parking spaces can be distributed in the selected area/cell). Also, the total number of parking spaces should be greater than or equal to the total number of bikes $B$, which is imposed by (12). Constraint (13) states that a parking hub must be installed for grid cells with POIs and high daily departure rate. The set of grid cells with POIs and sufficiently large daily departures is defined by $I^G = \{i \in G| \sum_{l \in I} L_{ii} \geq 1 \text{ and } D_i \geq 30\}$, where 30 is the 0.75 quantile of the average daily departures for the dataset under study. Constraint (14) enforces that each grid cell in $G$ should be connected to at least one parking hub. Constraint (15) states that all parking demand must be met, however, it must be within the capacity of the assigned parking hub as defined in (16). Note that since we are solving a minimization problem, constraint (15) is binding. The number of bikes to be transferred from their preferred location is limited to $Y$ (see (17)), where we have considered $Y = 0.1B$. Finally, (18) defines the binary variable $x_i$ and the continuous variable $y_{ij}$.

B. Worst-case approach

Let $\Delta_i$ be a set that contains all possible realizations, such that $\delta_i \in \Delta_i$, for all $i \in G$. The robust counterpart of $P_D$ can then be formulated as follows:

$$P_R : \min_{x, u, y} \max_{\delta_i \in \Delta_i} \sum_{i \in G} c^h x_i + \sum_{i \in G} c^b u_i$$

subject to:

(11)-(18).

Assume that for all $i \in G$, $\Delta_i$ is an interval $\Delta_i = [\xi_i, \bar{\xi}_i]$, thus giving rise to “box” uncertainty. We determine $\xi_i$ and $\bar{\xi}_i$ from the minimum and maximum value the demand takes in the available dataset. The uncertain parameter is only present in constraint (15), linking $\delta_i$ with $y_{ij}$. Since we are solving
a minimization problem, the worst-case occurs when \( \delta_i = \delta \).

\( \mathcal{P}_R \) then takes the following form:

\[
\mathcal{P}_R : \min_{x, u, y} \sum_{i \in G} c^h x_i + \sum_{i \in G} c^h u_i
\]

subject to:

\[
\sum_{j \in G(i)} y_{ij} = \delta_i, \forall i \in G, \quad (11)-(14), \quad (16)-(18).
\]

Problem \( \mathcal{P}_R \) is a deterministic integer linear program, which can be solved using standard algorithms (e.g., branch and bound [15]). Note that (20) is enforced with equality and not inequality as in (15), as in any case this constraint would be binding. The “box” uncertainty set contains the full range of realizations for the parking demand as observed in the data. Therefore, it offers a robust choice that guarantees feasibility for the worst case scenario in the data. However, the solution can be too conservative as the probability with which uncertainty takes a specific value is not taken into account.

**C. Data-driven approach**

To mitigate the conservatism associated with a robust approach, we next consider a data-driven paradigm, formulating a so called scenario program. The scenario program makes decisions based on observed data (scenarios), without requiring knowledge of the probability distribution of the data. Define \( S \) as the index set of independent and identically distributed (i.i.d.) extractions/scenarios of the uncertain parameter, and denote the corresponding scenarios for each cell \( i \), by \( \delta_{i,s}, s \in S \). We can then formulate the scenario program as follows:

\[
\mathcal{P}_S : f(x, u, S) = \min_{x, u, y} \sum_{i \in G} c^h x_i + \sum_{i \in G} c^h u_i
\]

subject to:

\[
\sum_{j \in G(i)} y_{ij} = \delta_{i,s}, i \in G, s \in S, \quad (22)
\]

\[
\sum_{j \in G(i)} y_{ji} \leq u_i, i \in G, s \in S, \quad (23)
\]

\[
\sum_{i \in G} \sum_{j \in G(i)} y_{ij,s} \leq y_i, i \in G, s \in S, \quad (24)
\]

\[
x_i \in \{0, 1\}, y_{ij,s} \geq 0, j \in G(i), i \in G, s \in S. \quad (25)
\]

The objective value and the deterministic constraints (11)-(14) remain the same. Constraints (15)-(17) are scenario dependent, therefore, they are converted to (22)-(24). Notice that the subscript \( s \) is now introduced to \( y_{ij,s} \) to indicate that these are scenario dependent variables, and hence different for each scenario \( s \) \( s \in S \). The resulting scenario program leads to a less conservative solution, however, the size of the associated problem grows with scenarios, thus becoming prohibitive to solve for a realistic number of scenarios. To alleviate the latter, we propose a scenario decomposition method to solve \( \mathcal{P}_S \) in the next section.

**IV. DECOMPOSITION METHODOLOGY**

To solve large scale instances of the data-driven parking hub optimization problem in \( \mathcal{P}_S \), we rely on decomposition techniques based on ADMM. ADMM solves optimization problems by decomposing them into smaller subproblems, combining the principles of dual decomposition and augmented Lagrangian. Many variants have been developed for ADMM, we focus here on Consensus ADMM, and refer to it hereinafter as ADMM. For detailed information on ADMM and its convergence, the reader is referred to [16].

Since convergence results related to ADMM rely on the underlying optimization problem being convex, prior to solving \( \mathcal{P}_S \), we determine the locations of the parking hubs, thus fixing the binary variable \( x_i \) for each cell. To achieve this, we first solve the worst case problem in \( \mathcal{P}_R \) and denote the returned solution by \( x^*_i \). The latter has fewer constraint compared to \( \mathcal{P}_S \), as in this case constraint do not grow with the number of scenarios. Once these variables are fixed, ADMM is then used to determine the number of parking spaces. Therefore, ADMM determines a suboptimal solution for the parking hub allocation problem.

**A. Consensus ADMM**

The idea of ADMM is to decompose the presented problem into several subproblems, and then coordinate the solutions by solving each subproblem separately, \( \mathcal{P}_S \) is decomposed across the scenarios, where the common variable is \( u_i \), and \( x_i \) is fixed. We duplicate the variable \( u_i \), so that each scenario will have its own local capacity variable \( u_{is} \). Let \( z_i \) be the global variable representing the capacities of the cells, while we enforce the so called consistency constraints \( z_i - u_{is} = 0 \). We can then define \( \lambda_{is} \) as the dual variable associated with the constraint \( z_i - u_{is} = 0 \). Using \( \rho \) as a penalty parameter (step size), we can denote the augmented Lagrangian associated with \( \mathcal{P}_S \) as:

\[
L_{\rho}(u, z, \lambda) = \sum_{i \in G} \left( \sum_{s \in S} c^h x^*_i + \sum_{s \in S} c^h u_{is} \right) + \sum_{i \in G} \lambda_{is} (z_i - u_{is}) + \frac{\rho}{2} \sum_{i \in S} (z_i - u_{is})^2.
\]

At each iteration \( k \), the ADMM algorithm consists of three steps, update \( u_{is}, z_i \), then \( \lambda_{is} \). The pseudocode for ADMM is given in Algorithm 1.

Algorithm 1 starts by sampling the scenarios. In step 2, we initialize the variables and parameters. The variable \( x_i \) is then found in step 3 by solving \( \mathcal{P}_R \). The ADMM algorithm starts at step 4. In step 5, the minimization is performed with respect to \( u_{is} = \{u_{1s}, ..., u_{G(s)}\} \) and \( y_{is} \), where \( C_s \) encodes the set of constraints for scenario \( s \) coupling these variables; i.e., (11)-(14) and (22)-(25). This step is separable across scenarios, with \( z_i \) and \( \lambda_{is} \) fixed to their values at iteration \( k \) of the algorithm. Variable \( z_i \) is updated by solving the augmented Lagrangian as follows:

\[
z_i = \arg \min_z \sum_{s \in S} \sum_{i \in G} \left( \lambda_{is} z_i + \frac{\rho}{2} (z_i - u_{is})^2 \right).
\]
This is an unconstrained quadratic minimization problem which can be performed analytically, yielding the update in (29). The dual variable $\lambda_s$ is updated by means of a gradient ascent update in step 7. The steps are repeated until a stopping criterion is reached. In this study we use a combination of three different criteria: 1) Time limit $T$; 2) Iteration limit $K$; and 3) Stopping tolerance $\epsilon_{\text{tol}}$ on the residual error; i.e., $||z_i - u_{is}||_{\infty} \leq \epsilon_{\text{tol}}$. Upon convergence, (31) takes the maximum value between the global and local variables to ensure feasibility. The variable is also rounded up to the nearest integer ($\lceil \cdot \rceil$ denotes the nearest integer greater than its argument), as parking spaces should be integer. We denote the resulting solution by $u^*$, and by $y^*$ the associated scenario dependent decision vector returned by the ADMM algorithm.

**Algorithm 1 ADMM**

1. Sample $S$ scenarios from the dataset
2. Initialize $k, u_{is}, z_i, \lambda_s, \rho$
3. Solve $\mathcal{P}_R$ to find $x_i^*$
4. while $k \leq K$ and time elapsed $\leq T$
5. For $s \in S$, update $u_{is}$ by

\[
  u_{is} = \arg \min_{(u, y) \in C_{G}} \sum_{i \in G} c^h x_i^* + \sum_{i \in G} c^h u_{is} - \sum_{i \in G} \lambda_{is} u_{is} + \rho \sum_{i \in G} (z_i - u_{is})^2 \tag{28}
\]

6. For $i \in G$, update $z_i$ by

\[
  z_i = \frac{1}{|S|} \sum_{s \in S} u_{is} - \frac{1}{\rho |S|} \sum_{s \in S} \lambda_{is} \tag{29}
\]

7. For $i \in G, s \in S$, update $\lambda_{is}$ by

\[
  \lambda_{is} = \lambda_{is} + \rho (z_i - u_{is}) \tag{30}
\]

8. if $||z_i - u_{is}||_{\infty} \leq \epsilon_{\text{tol}}$ then
9. break (ADMM converged)
10. if
11. Update the iteration number $k = k + 1$
12. end while
13. Set the value of $u_i^*$ using:

\[
  u_i^* = \lceil \max \{z_i, \max_{s \in S} u_{is}\} \rceil, i \in G \tag{31}
\]

Despite being convergent, the convergence rate of ADMM might be slow for a large number of scenarios. To speed-up convergence, we propose in the next subsection a modification of the ADMM algorithm, combining it with principles from Constraint-and-Column Generation.

**B. CC-ADMM**

In scenario optimization problems, it is often not necessary to include all scenarios to obtain the optimal solution. Let $S$ be the sampled scenarios and $\mathcal{N} \subset S$. If we solve $\mathcal{P}_S$ with $\mathcal{N}$ scenarios and the resulting solution is feasible for the remaining scenarios $S \setminus \mathcal{N}$, then the solution is also optimal for $S$. Let $f(x^*, u, S)$ and $f(x^*, u, \mathcal{N})$ denote the objective functions for the scenario optimization problem $\mathcal{P}_S$ with scenario sets $S$ and $\mathcal{N}$, respectively, once the binary variables are fixed. Since $\mathcal{N} \subset S$, if the optimal solution $u_i^*(\mathcal{N}) = \arg \min f(x^*, u, \mathcal{N})$ is feasible for $S \setminus \mathcal{N}$, then $f(x^*, u^*, \mathcal{N}) = f(x^*, u^*, S)$ and $\mathcal{N}$ is called a support scenario set, as solving the problem only with these scenarios leads to the same solution with the one that would have been obtained if all scenarios were employed. Notice that $u_i^*(S)$ has $\mathcal{N}$ as an argument to emphasize the dependency on particular set of scenarios.

CC-ADMM uses a cutting plane procedure with the aim of determining a support scenario set $\mathcal{N}$. In the proposed CC-ADMM algorithm, instead of solving ADMM for all scenarios, we iteratively increase the number of scenarios and solve the problem using ADMM. The obtained solution is then checked against the remaining scenarios at each iteration of the algorithm. CC-ADMM contains a master and a slave problem. The master problem solves $\mathcal{P}_S$, using $\mathcal{N}$ rather than $S$ scenarios using ADMM, while the slave problem checks feasibility of the resulting solution with respect to constraints (22)-(24) for each scenario separately. The slave problem generates new constraints in (22)-(24) and variables/columns $(u_{ij,s})$ for the master problem if the slave problem is infeasible. The CC-ADMM algorithm is summarized in Algorithm 2.

Steps 1-5 in Algorithm 2 are initialization steps. The algorithm starts by sampling $S$ scenarios in step 1. Step 2 defines the initial values of the ADMM parameters. Step 3 solves $\mathcal{P}_R$ to determine $x_i^*$, which is fixed for the rest of the algorithm. In step 4, we randomly select a scenario from $S$ and assign it to $\mathcal{N}$. Step 5 initializes flag, which will indicate the end of the algorithm if flag $= 1$. Steps 6-16 solve the master problem $\mathcal{P}_S$ using ADMM, as explained in Section IV-A. The value of $u_i^*$ is set in step 16 using (31). Steps 17-26 solve the slave problem, where for each scenario, the feasibility of $u^*$ is checked with respect to all scenarios not included in $\mathcal{N}$. We randomly sample a scenario from $S' = S \setminus \mathcal{N}$ and solve a feasibility problem in step 21 to decide on whether $u^*$ satisfies the constraints corresponding to the scenario indexed by $n$. If this problem is infeasible, we add the corresponding scenario to $\mathcal{N}$ and return to step 8. If all scenarios are feasible, then the solution is optimal and flag $= 1$, which terminates the algorithm.

CC-ADMM not only improves the computational performance of ADMM, but allows determining $|\mathcal{N}|$: i.e., the cardinality of a support set. It is shown in Section V that this quantity is crucial in accompanying $(x^*, u^*)$ with a certificate on the probability that it remains feasible when a new realization of the uncertainty is encountered.

**V. ROBUSTNESS AND CONSTRAINT VIOLATION**

Denote by $(x^*, u^*)$ the optimal solution of $\mathcal{P}_S$ as this is returned by the CC-ADMM algorithm. As mentioned in footnote 1, we assume for simplicity that $\mathcal{P}_S$ admits a unique solution for any $S$: our analysis remains valid even in the case where multiple solutions exist, however, it would require

\footnote{We assume for simplicity that for any set of scenarios $S$, the optimal solution of $\mathcal{P}_S$ is unique. In the opposite case a tie-break rule can be employed to single-out one out of the possibly multiple minimizers of $\mathcal{P}_S$.}
Algorithm 2 CC-ADMM

1: Sample $S$ scenarios
2: Initialize $k$, $u_{is}$, $z_i$, $\lambda_{is}$, $\rho$
3: Solve $\mathcal{P}_R$ to find $z_i^*$
4: $\mathcal{N} \leftarrow$ sample a single scenario from $S$
5: Set flag = 0
6: while flag = 0 and time elapsed $\leq T$ do
7: \hspace{1em} while $k \leq K$ (Master Problem) do
8: \hspace{2em} For $s \in \mathcal{N}$, update $u_{is}$ using (28)
9: \hspace{2em} For $i \in G$, update $z_i$ by
\[ z_i = \frac{1}{|N|} \sum_{s \in N} u_{is} - \frac{1}{\rho |N|} \sum_{s \in N} \lambda_{is} \] (32)
10: \hspace{2em} For $i \in G$, $s \in \mathcal{N}$, update $\lambda_{is}$ using (30)
11: \hspace{2em} if $||z_i - u_{is}||_{\infty} \leq \epsilon_{tol}$ then
12: \hspace{3em} Set flag = 1 and break (go to step 16)
13: \hspace{2em} end if
14: \hspace{2em} Update the iteration number $k = k + 1$
15: \hspace{1em} end while
16: Set the value of $u_i^*$ using (31)
17: Define $S' = S \setminus \{n\}$
18: while $|S'| > 0$ do (Slave Problem)
19: \hspace{1em} Let $n \leftarrow$ sample a single scenario from $S'$
20: \hspace{1em} Let $S' \leftarrow S' \setminus \{n\}$
21: \hspace{1em} Check the feasibility of (22)-(24)
\[ \min \{0 : \text{subject to (22)-(24), } u_i = u_i^*, \delta_i = \delta_{i,n}, \forall i\} \] (33)
22: if infeasible then
23: \hspace{1em} Set $\mathcal{N} \leftarrow \mathcal{N} \cup \{n\}$ (update support set)
24: \hspace{1em} Let $k = 1$ (reset iteration number)
25: \hspace{1em} Set flag = 0 and break (return to step 7)
26: \hspace{1em} end if
27: \hspace{1em} end while
28: end while

then to adopt a tie-break rule to select one solution among the possibly many minimizers. The optimal solution depends on the $|S|$ scenarios $\delta^1, \ldots, \delta^{|S|}$, where $\delta^{[S]} = \delta_{1[|S|]}$, ..., $\delta_{|G|[S]}$ employed, hence, it is itself a random quantity.

We aim at quantifying the probability with which this solution violates at least one of the constraints in (11)-(18) when a new realization of the uncertainty is encountered. In our context, constraint violation indicates insufficient capacity (parking spots) for the bikes. To address this problem we rely on results based on the so-called scenario approach [23], and in particular build on the recent developments in [24, 25]. To this end, for any fixed $\beta \in (0, 1)$, let $\varepsilon : S \rightarrow [0, 1]$ be a function that satisfies
\[ \varepsilon(|S|) = 1, \quad \text{and} \quad \sum_{k=0}^{|S| - 1} \binom{|S|}{k} (1 - \varepsilon(k))^{|S| - k} = \beta. \] (34)

We then have the following proposition, which is shown without proof as it follows by a direct application of Theorem 1 in [24], since $(x^*, u^*)$ is by construction feasible for the constraints in $\mathcal{P}_S$ for all uncertainty scenarios in $\{\delta^1, \ldots, \delta^{[S]}\}$.

**Proposition 1:** Fix $\beta \in (0, 1)$, and consider $\varepsilon(\cdot)$ satisfying (34). Let $|\mathcal{N}|$ denote the number of support scenarios returned by Algorithm 2. We then have that
\[ \mathbb{P}^{|S|} \{ \delta^1, \ldots, \delta^{[S]} : \mathbb{P}(\delta \in \Delta : \text{for all } y, \quad (x^*, u^*, y) \text{ is not feasible for (11)-(18) with } \delta = \delta) \leq \varepsilon(|\mathcal{N}|) \} \geq 1 - \beta. \] (35)

The inner probability in (35) encodes the probability of constraint violation, i.e., the probability of the event that a new realization of the parking demand $\delta$ is encountered and for all $y$, $(x^*, u^*, y)$ violates at least one constraint in (11)-(18). Proposition 1 implies then that the probability of constraint violation is at most equal to a given threshold $\varepsilon(|\mathcal{N}|)$, with confidence at least equal to $1 - \beta$. Note that $y$ is a second-stage decision vector that depends on the uncertainty realization; we have constraint satisfaction if at least one choice for $y$ exists, such that together with $(x^*, u^*)$, $(x^*, u^*, y)$ is feasible for (11)-(18).

Typically, one sets $\beta$ to very small numerical values $(1 - \beta)$ becomes high), so that constraint violation lower than a given threshold occurs with very high confidence. In this case, the quality of (35) depends on $\varepsilon(|\mathcal{N}|)$; the lower $\varepsilon(|\mathcal{N}|)$ the lower the probability that at least one constraint is violated when a new $\delta$ is encountered. By (34), it follows that $\varepsilon(\cdot)$ is a non-decreasing function of each argument, hence the lower $|\mathcal{N}|$ the more informative the result of Proposition 1 becomes. This highlights the importance of the cardinality of the support scenario set in accompanying the resulting solution with probabilistic feasibility certificates.

Calculating the cardinality of the support set (without resorting to conservative upper bounds) is in general difficult. In [24] a greedy algorithm is proposed which is, however, sensitive to numerical errors and in our context would require solving the iterative algorithm selected to solve $\mathcal{P}_S$ a total of $|S|$ times. However, CC-ADMM offers directly an estimate of $\varepsilon(|\mathcal{N}|)$, preventing the excessive computational burden of employing the greedy algorithm. Moreover, note that if the problem under study is non-degenerate (see [25] for a definition), a condition which is, however, hard to verify, (34) could be directly replaced by another expression which leads to tighter values of $\varepsilon(|\mathcal{N}|)$ (see Theorem 2 in [25]).

By splitting $\beta$ equally to the $|S|$ terms for the summation in (34), we can obtain an explicit expression for $\varepsilon(k)$, which is sufficient for the satisfaction of (34). This is given by
\[ \varepsilon(k) = \begin{cases} 1, & k = |S| \\ 1 - \frac{\beta}{|S| \binom{|S|}{k}}, & k < |S|. \end{cases} \] (36)

It is apparent from (36) that the smaller $|\mathcal{N}|$, the lower $\varepsilon(|\mathcal{N}|)$ becomes.

**VI. SIMULATION RESULTS**

We illustrate the developed methodologies to allocate parking hubs in Beijing for Mobike’s FFBS. The parking demand $f_{it}$, for each grid cell $i$ and for all time instances $t$, as estimated
in Section II-C, is randomly sampled to generate the parking demand scenarios. The available data allow for 4032 scenarios; we denote this set of scenarios by $S$, with $|S| = 4032$. Denote by $(x^*, u^*)$ the optimal solution of the scenario program $P_S$, as this is returned by the methodologies outlined in the previous section, when a scenario set $S \subseteq S$ is employed. We calculate the out-of-sample violation probability of $(x^*, u^*)$ by checking its feasibility with respect to scenarios that are not included in $S$, i.e., for scenarios $s \in S \setminus S$. The optimization problem is modelled using AMPL [20] and solved using GUROBI 9.0 [21]. The problem is solved on a PC with Intel Core i7-8550U 1.8 GHz CPU and 16 GB RAM.

### A. “Box” uncertainty

We determine the bounds of the parking demand $\delta_i \in [\delta_i, \delta_i]$ by computing the maximum and minimum among the scenarios included in our data set, as also performed in [22]. Different sample sizes of scenarios $|S|$ are selected, ranging from 200 to 2000. The simulation results are shown in Table I. Solutions for the different samples are all obtained in less than 2 minutes. The objective value represents the total cost (in dollars) of establishing the parking spots. Fig. 6 shows the locations and sizes of the selected parking hubs. The results of the “box” uncertainty methodology to solve $P_R$ leads to a conservative performance. The out-of-sample violation probability is low even with 200 scenarios, while the parking spots in Table I are more than 22% higher than the number of bikes to achieve a less conservative performance. The out-of-sample violation probability is less than 1% when the scenarios employed for optimization purposes $|S|$ are more than 400. However, for $|S| \geq 400$, the out-of-sample violations are mostly comparable among the three methods.

Using (34) with $\beta = 10^{-6}$, we calculate an a posteriori bound $\epsilon(|N|)$ on the probability of constraint violation, which can be interpreted as the probability of overcapacity (or lack of parking spot). When $|S| = 2000$, $\epsilon(|N|) = 8.7\%$ (see also second last column in Table II). The obtained theoretical bounds for different values of $|S|$ are also contrasted with the out-of-sample ones in Fig. 8. When the number of scenarios employed for optimization purposes is less than 600, the theoretical bound is high, exceeding 20% thus rendering the result of Proposition 1 not of practical use for such cases; however, this becomes relevant once the number of scenarios increases. Fig. 9 illustrates the allocated parking hubs using CC-ADMM for the case where 2000 scenarios are employed.

### B. Data-driven approach

We solve the scenario problem $P_S$ using ADMM and CC-ADMM, with design parameters set to $\rho = 10$ and $\epsilon^{\text{tol}} = 0.5$. We impose an 8-hour time limit, and the maximum number of iterations is 100. The results for CC-ADMM with 200 to 2,000 scenarios are shown in Table II. The number of parking hubs are the same as Table I. To obtain the optimal solution, CC-ADMM did not require more than 31 support scenarios in the presented cases, and the highest computation time is 194 min. Compared to “box” uncertainty, the objective value is improved by approximately 16%, while the out-of-sample probability of violation is less than 1% when the scenarios employed for optimization purposes $|S|$ are more than 400. Note that CC-ADMM and ADMM converge to the same solution since they solve the same problem (26). However, this is not apparent from Fig. 10, as the solution of each algorithm depends on the stopping criteria. When
a stopping criterion is reached, the algorithms terminate, at which point the solution obtained might be different among the two algorithmic alternatives. In terms of computation times, we compare CC-ADMM and ADMM in Fig. 11. When the number of scenarios is low, ADMM is faster than CC-ADMM, since the latter iteratively increases the number of scenarios to approach the optimal solution. On the other hand, for a large number of scenarios, the imposed time limit stopping criterion is reached prior ADMM reaches convergence. CC-ADMM, converges in less than 4 hours. This behaviour stems from the fact that, in contrast to ADMM, CC-ADMM only requires considering up to 31 scenarios (see $N$ column in Table II). The reported computation times for CC-ADMM and ADMM can be further improved by solving (28) in parallel across different processors.

In summary, the solution of the data driven problem $\mathcal{P}_S$ returned by the CC-ADMM algorithm, is less conservative compared to the one of $\mathcal{P}_R$ using “box” uncertainty, thus leading to a lower objective value. It is worth mentioning that even when only 30 scenarios are used to formulate the uncertainty “box”, the resulting cost is still significantly higher compared to the one achieved by CC-ADMM using 2000 uncertainty scenarios. Moreover, we can accompany the solution returned by CC-ADMM with probabilistic feasibility certificates; using 2000 scenarios the probability of constraint violation for a new unseen uncertainty realization is, with high confidence, at most 9%. At the same time, the computational time requirements of CC-ADMM are much lower compared to ADMM, thus highlighting its appealing features.

VII. CONCLUSION

We proposed a scenario optimization method for solving the parking allocation problem in free-floating bike-share systems. We modelled the problem using integer programming with uncertain parking demand. To solve large scale instances of the resulting problem, we designed an algorithm that combines Constraint-and-Column Generation with ADMM. The algorithm determines a subset of scenarios that is sufficient for achieving the same optimal value with the one that would be obtained if all scenarios were utilized. Our method allows solving large-scale scenario optimization problems with many uncertain parameters using a moderate number of scenarios, while also providing probabilistic guarantees on the probability that the resulting solution violates a new, yet unseen,
realization of the uncertainty. Numerical results showed that the proposed method outperforms robust optimization with box uncertainty in terms of conservatism of the resulting solution, and the classical ADMM method in terms of computational time.
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